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ABSTRACT 
The present paper proposes a new approach of preprocessing for handwritten, printed and isolated numeral 

characters. The new approach reduces the size of the input image of each numeral by discarding the redundant 

information. This method reduces also the number of features of the attribute vector provided by the extraction 

features method. Numeral recognition is carried out in this work through k nearest neighbors and multilayer 

perceptron techniques. The simulations have obtained a good rate of recognition in fewer running time. 

Keywords – features extraction, handwritten and printed numeral recognition, k nearest neighbors, multilayer 

perceptron , preprocessing.

 

I. INTRODUCTION 
For the last decade, the recognition of 

handwritten characters has known a big progress in 

numerous industrial applications, in particular the 

numeral recognition which is used in several sectors 

such as postal sorting, bank check reading, order form 

processing, etc. 

The recognition system requires three main steps 

to predict the class of membership of an unknown 

pattern, which are: preprocessing, features extraction 

and classification. 

The preprocessing phase consists of discarding 

the imperfections and reducing the analyzed area. 

The Numeral features extraction is a delicate 

process and is crucial [1] for a good numeral 

recognition. It consists of transforming the image into 

an attribute vector which contains a set of 

discriminated characteristics for recognition and also 

reducing the amount of information supplied to the 

system. 

In the literature, several works have been 

proposed for features extractions such as invariant 

moments [2], Zernike moments [3], freeman coding 

[4], Loci characteristics [5], etc. 

The last step is the classification which consists 

of partitioning a set of data entity into separate classes 

according to a similarity criterion, different methods 

are proposed in this context includes dynamic 

programming, neural networks, support vector 

machines, k nearest neighbors, k-means, etc. 

In order to validate our contributions, we have 

used in this work a database of 590 numerals, printed 

and handwritten, provided by various categories of 

writers.  

In section 2 numeral features extraction method is 

presented. The k nearest neighbors and the multilayer 

perceptron techniques of classification are discussed 

in section 3. The proposed system for numeral 

recognition is presented in section 4. The result of  

 

simulations and comparisons are introduced in section 

5. Finally, we give a conclusion. 

 

II. NUMERAL FEATURES EXTRACTION 
Features extraction is a complex task. It knows a 

great interest in multiple domains such as image 

processing, segmentation, classification, etc. 

After the preprocessing step, the preprocessed 

image is represented by a matrix of pixels which can 

be of very large size. So, it will be useful to represent 

objects by characteristics containing the necessary 

information. This operation is called features 

extraction. In the literature, the feature extraction 

methods are classified according to two categories: 

statistical approach and structural approach. In our 

work we are going to use the statistical approach 

based on profile projection. 

 

2.1 Profile projection 

Profile projection is a statistical method 

successfully used in recognition of handwritten 

characters [6], etc. 

The preprocessing stage consists of binarizing the 

numeral input image which is presented in grey level. 

The next stage is to only preserve the numeral 

position in image by cropping it. Final stage is to fix 

the size of cropped numeral image.  

 

 

 

Fig. 1: Different steps for preprocessing of 

numeral « 5 ». 

 

This method calculates the number of pixels 

(distance) between the left, bottom, right, top edge of 

the image and the first black pixel met on this row or 

column. The dimension of the obtained attribute 
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vector is twice the sum of the number of rows and 

columns associated to the image of the numeral. 

 

 

 

 

 

 

 

 

Fig. 2: The four profile projections of numeral «4» 

 

III. CLASSIFICATION METHODS 
3.1 K nearest neighbors 

K nearest neighbors (KNN) is a widely used 

method for data classification. Proposed in 1967 by 

Cover [7], it has been widely used in handwritten 

numerals recognition for its simplicity and its 

robustness [8]. 

KNN is a method which was inspired from the 

closest neighbor rule. It is based on computing the 

distance between the test sample and the different 

learning data samples and then attributes the sample 

to the k nearest neighbors.  

 

3.2 Multilayer perceptron 

Neural networks are one branch of artificial 

intelligence. Artificial neural network is defined as a 

computer system who has been inspired from a long 

study of human brain and how the human neurons 

function [9]. 

Artificial neural networks in general and 

multilayer perceptron (MLP) in particular have been 

widely used for data classification, pattern recognition 

(characters, voice, signal, etc.) [10][11], prediction 

[12], etc. The MLP is characterized by its ability to 

learn and gradually improve its performance through a 

learning process.  

MLPs are forward propagation networks where 

the two closest layers are fully connected. The MLP 

structure contains   an input, an output and a certain 

number of hidden layers. 

We have been limited, in this work to one hidden 

layer. 

 Learning is a phase where the behavior of the 

network is modified by modifying the synaptic 

weights until a desired output pattern is obtained. 

In this work, we have used the gradient 

backpropagation algorithm, the objective is to 

minimize the squared error between the desired and 

computed output of the MLP. Algorithm 1 shows the 

different steps of the gradient backpropagation 

algorithm. 

 

 

 

 

 

Algorithm 1 : Gradient backpropagation 

1. Randomly initialize the synaptic weights 

between -1 and 1. 

2. Randomly apply a realization vector of an 

object to the input layer and its corresponding 

known output to the output layer. 

3. Compute the network output and error E 

between computed and desired outputs. 

4. Adjust the weights by the gradient method: 

)(
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η is the learning rate, which is in general a value 

between 0.1 and 0.9, r = 1,2. 

 5. Go to 2 as long as the network does not show 

satisfactory performances.  

 

We have a structure of three layers: 

- The input layer has n1 neurons that we call nek, 

1≤k≤n1,  

- The hidden and output layers contain n2 and n3 

neurons that we respectively call ncj and nsi, where 

1≤j≤n2, 1≤i≤n3. 

)1(
k

z is the realization of the attribute vector 

component for a numeral image I, with k=1,2,….n1. 
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w  are the 

synaptic weights connecting neurons in the input to 

the neurons in the hidden layers. 
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ijwW  , i=1….n3, j=1…..n2, 
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ijw are the 

synaptic weights connecting neurons in the hidden to 

the neurons in the output layers. The output of the 

neuron j, ncj of the hidden layer is:   
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For j=1,2,…,n2, f is the activation function which 

we choose to be of sigmoid type. 

The output of the neuron i , nsi of the output layer 

is:       

)(
)3()3(

ii yfz 
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Where  
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
2

1

)2()2()3(
n

j

jiji zwy           (5) 

For  i= 1,2,…,n3. 

Notice that the superscripts (1), (2) and (3) 

represent respectively input, hidden and output layers. 

 Optimization of the )2(
ijw : 
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Binarization Cropping 

Normalization Windowing 

In order to be able to update 
)2(

ijw  synaptic weights 

for different indices i and j, consider the network 

error to be:  
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Where )(tdi  is the known desired output at neuron 

nsi. t represents the current iteration. Differentiating 

)(tE  with respect to 
)2(

ijw  gives:   
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The synaptic weight 
)2(

ijw may now be updated. 
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For  i=1….n3 and  j =1….n2           

Where   
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 Optimization of the 
)1(

jk
w  

The derivation in this case is similar to that 

presented previously, so we go to the updating of the 

weights according to:               
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For j =1….n2 and k= 1…n1 

Where  
)(

))((
)()()(

)2(

)2(

1

)2()3()2(
3

ty

tyf
twtt

j

j
n

i

ijij







   (12)                                             

 

IV. PROPOSED SYSTEM 
We have used a database of 590 Arabic numerals, 

provided by different writers. A sample of the 

database is shown in figure 3. The database is divided 

into two sets, one set of 400 numerals is used for 

learning and the remaining 190 numerals are used for 

the test stage.  

 
Fig. 3: A sample of handwritten and printed 

numerals 

The proposed system consists of adding a step of 

windowing in the preprocessing stage, in order to 

reduce the size of the attribute vector, which 

decreases the running time. 

The proposed system contains three main steps, 

preprocessing, features extraction and classification. 

The full system is shown in figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Scheme for numeral recognition 

 

The preprocessing stage, in our case, is so fast in 

computing time. It consists of binarizing the numeral 

input image which is presented in grey level. Then, 

we preserve only the numeral position in image by 

cropping it. The next stage is to normalize the image 

in a predefined size. Finally, we have applied the 

windowing stage. This operation consists of dividing 

the numeral image into small windows. For every 

window we calculate the average of pixel grey level. 

This operation reduces widely the size of the image 

and preserves the useful information for recognition 

of every input image. So, the dimension of attribute 

vectors applied to the system will be reduced too. 

The three last steps (cropping, normalization and 

windowing) reduce also widely the computing time 

of processing. 

After preprocessing, features extraction is carried 

out by profile projection method. KNN and MLP 

methods are used for classification task. 

 

V. EXPERIMENTAL RESULTS AND 

COMPARATIVE STUDY 
In the first test, the simulations of numeral 

recognition are carried out without using windowing 

stage in the preprocessing phase. Several experiments 

were carried out to determine the recognition rate 

according to the size of normalization and the 

number of neurons in the hidden layer of the 

multilayer perceptron. 

 Table 1 shows that the couple son and nc have 

an effect on recognition rate. In fact, with the couple 

(son,nc)= (40x40,40) we have achieved the 

maximum recognition rate equal to 86.8%. The 

attribute vector obtained contains 160 elements for 

each numeral.  

Image 
in 

grey 
level 

Features extraction : 

       Profile Projection 

Classification : 
-  Multilayer Perceptron (MLP) 

- K nearest neighbors (KNN) 

 

 

Input Image 
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Table 1: Numeral recognition rate according to the 

size of normalization and the number of neurons in 

the hidden layer 

Size of 

normal

ization 

(son) 

Profile projection 

Number 

of 

primitive

s 

Number of 

neurons in the 

hidden layer 

(nc) 

Recognitio

n rate % 

20x20 80 

15 77.89 

20 82 

30 81.05 

30x30 120 

25 82.63 

35 84 

45 83.68 

40x40 160 

30 78.9 

40 86.8 

55 84 

 

50x50 
200 

50 84.73 

80 85.26 

140 83.16 

 

Figure 5 illustrates the evolution of recognition 

rate according to the number of neurons in the hidden 

layer, using the size 40x40 as size of normalization. 

 
Fig. 5: Evolution of recognition rate according to the 

number of neurons in the hidden layer 

 

A normalization size of 40x40 obtains good 

recognition rate performance of isolated numerals. 

This size will be preserved for application of our 

proposed system. 

In the classifier, the number of neurons in the 

input layer is too high. It is equal to 160 which 

weakened the performance of the multilayer 

perceptron and increased the time of processing. 

For this reason, and in order to reduce the 

number of input neurons of the numeral recognition 

system, we have proposed the windowing step which 

consists to split the numeral image into equal areas of 

m pixels. For each area, the average of pixel grey 

level is calculated. This operation reduces the size of 

input image, attribute vector dimension, error rate 

and time processing. 

In the second test, we have fixed the size of 

normalization on 40x40. Then, we have applied our 

approach of windowing in preprocessing phase. 

Table 2 illustrates the numeral recognition rate 

using the proposed system after several simulations 

according to the number of hidden neurons.  

 

Table 2: Numeral recognition rate of proposed 

system 

 

Table 2 highlights the fact that with the operation 

of windowing, the size of the attribute vector is 

reduced to 120 and 80 while it was initially 160. The 

time processing using the K nearest neighbors and 

multilayer perceptron is reduced too. We also notice 

that the choice of the size of windows is essential. 

The window of two pixels preserves the same 

recognition rate. It is equal to 86.8%. But the window 

of four pixels improves the recognition rate to 87.9%, 

this justifies that the redundant attributes are partially 

eliminated. 

 

VI. CONCLUSION 
In this work we have presented a new approach 

for numerals recognition. In the preprocessing stage 

we have added the step of windowing. It consists to 

split the numeral image into equal areas of m pixels. 

For each area, the average of pixels is calculated. 

Features extraction is carried out by profile 

projection. Multilayer perceptron method and K 

nearest neighbors are used for classification. The 

simulations have obtained good results; a clear 

reduction of attributes vector size and time 

processing with a good increase of recognition rate 

are obtained. That confirms the performance of our 

proposed system for numeral recognition. 
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